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Kinetics of shear-activated indentation crack 
initiation in soda-lime glass 
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The initiation of radial cracks in Vickers indentation of soda-lime glass is found to be 
strongly rate dependent. For long contact durations the radial cracks pop in during the 
indentation event, at a reproducible stage of the unloading half-cycle; for short contacts 
the pop-in occurs after the event, with considerable scatter in delay time. The pheno- 
menon is interpreted in terms of an incubation time to develop a critical nucleus for the 
ensuing fracture. Increasing either the water content of the environment or the peak 
contact load diminishes the incubation time. Scanning electron microscopy of the 
indentation patterns indicates that the sources of the crack nuclei are constrained shear 
faults within the deformation zone. A qualitative model is developed in terms of a two- 
step process, precursor faulting followed by crack growth to pop-in instability. Moisture 
may influence both these steps, in the first by interracial decohesion and in the second by 
slow crack growth. No definitive conclusion is reached as to which of the steps is rate- 
controlling, although it appears that it is the shear across the fault and not the tension 
across the crack which is vital in driving the initiation. The implications of these results 
in connection with the basic mechanical properties of brittle solids, particularly strength, 
are considered. 

1. Introduction 
The strength of brittle materials is controlled by 
the presence of small flaws [1]. It is generally 
asserted that such flaws are inevitable and 
ubiquitous, and that they have the characteristics 
of true microcracks. Structural design with glasses 
and ceramics has accordingly centred around 
the laws of crack propagation, the province of 
"fracture mechanics". However, there is growing 
evidence that below a threshold size the severity 
of  flaws undergoes an abrupt decrease with an 
attendant shift in focus to the mechanics of  crack 
initiation [2-6] .  Whether the sub-threshold 
flaws retain the essential character of  microcracks 
(albeit within the stabilizing confines of  a localized 
nucleation field) or whether some alternative 
precursor stress-concentrating process is involved 
is an issue which remains largely unanswered% [7]. 

Naturally occurring flaw centres are, by virtue 
of their small scale (typically ~ / lm) ,  difficult to 
locate and observe during their evolution to full- 
scale fracture. 

It is in this context that indentation techniques 
are particularly useful [8]. Flaws can then be 
generated artificially, with complete control of 
shape, size and site. Moreover, such flaws bear a 
strong resemblance to those which develop in 
structural components from general surface 
handling, machining and polishing, and in-service 
particle impact. Insofar as crack initiation from 
indentation flaws is concerned there has been 
some revealing, if limited, progress in the develop- 
ment of  a fundamental understanding. A theor- 
etical model of crack "pop-in", based on the 
instability requirements of a critical nucleus within 
a highly inhomogeneous elastic/plastic contact 

*On leave from University of New South Wales, Australia. 
~Or, perhaps more accurately, unquestioned, particularly by those who use fracture-mechanics-based theories to 
analyse the strength properties of optical fibres. 
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field, was first presented by Lawn and Evans [2]. 
However, that model was somewhat phenomeno- 
logical in that it made no attempt to specify the 
source of the nucleus, assuming only that such 
sources were freely available. Subsequent studies 
of  the indentation fracture event identified the 
key role of irreversible processes in the contact 
field as a generator of  the driving force for pop-in 
[9, 10], consistent with the general observation 
that much of the crack formation occurs during 
unloading of the indenter. A closer investigation 
of precursor initiation micromechanisms was 
made in silicate glasses by Hagan and Swain and 
co-workers [11-14],  building on some earlier 
observations by Peter [15]. This work showed 
that the contact deformation zone beneath a 
Vickers or Knoop indenter consisted of well- 
defined, closely spaced shear faults, at least in 
glasses with a high content of network modifier, 
and that the cracks emanated either directly from 
the faults themselves or from points of inter- 
section with neighbours [14]. The nature of the 
shear fault interface in terms of its structural 
properties remains obscure, although the fact 
that intrinsically strong glass test pieces can be 
made to fail from sub-threshold indentation flaws 
at well below theoretical strength indicates that 
some of the original interfacial cohesion must have 
been lost [4, 16]. 

One aspect of  indentation crack initiation 
which has received little attention to data is rate 
dependence. Rate effects have been shown to be 
extremely strong in general fracture and defor- 
mation properties of several brittle systems, most 
notablyin silicate materials (both amorphous and 
crystalline) in the presence of water [17-22]. 
One of the most dramatic illustrations of a kinetic 
component in the crack initiation is to be found in 
the "dynamic fatigue" response of glass test pieces 
with sub-threshold flaws; the strengths in moist 
environments drop of f more rapidly with decreasing 
stressing rate than for the corresponding flaws 
with well-developed cracks, notwithstanding the 
fact that these sub-threshold strengths are greater 
in magnitude (typically by a factor 2 to 4 [4, 
16]) and are subject to much larger scatter [16]. 
Thus, quite apart from their bearing on the 
fundamental micromechanics of fracture initiation, 
rate processes would appear to be of some 
importance in determining the limits of practical 
strength, e.g. with optical fibres. 

In this paper we investigate the kinetics of 
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"radial" crack [8] initiation in Vickers-indented 
soda-lime glass in the presence of moist environ- 
ments as a function of contact time. This is done 
with an experimental arrangement which allows 
for in situ observation of the contact from below 
and for control of the load-time characteristics. 
Post-indentation examination in the scanning 
electron microscope (SEM) is used to investigate 
fine details in the deformation and fracture 
patterns. It is concluded that the initiation event, 
although driven to its ultimate well-developed 
configuration by the tensile component of the 
indentation stress field, is controlled in its kinetics 
by a precursor, shear-activated process. This pro- 
cess appears to be one of stress intensification, 
either by interfacial decohesion or by conventional 
subcritical microcrack growth. 

2. Observation of crack pop-in kinetics 
2.1. Experimental procedure 
Fig. 1. shows the experimental set-up, a somehwat 
simplified version of earlier indentation arrange- 
ments [9, 23], used in this study. As-received 
soda-lime microscope slides were loaded from 
above using a standard Vickers hardness indenter. 
The indenter arm was driven by an electromag- 
netic coil via a function generator, and the corre- 
sponding load-time pulse P(t) monitored by a 
piezoelectric transducer [24]. In our tests the 
pulse had the form of a half-sine wave of height 
Pm and base width T, Fig. 2. A microscope facility 
enabled an observer to follow the contact event 
from below the glass slide at all times during and 
after the loading cycle. 

By this means it was observed that the charac- 
teristic radial crack pop-in process was highly 
rate dependent. In particular, the time, te, to 
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Figure 1 Schematic of set-up for viewing Vickers inden- 
tation in soda-lime giass. 
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Figure2 Indentation load pulse parameters. 
Experiment measures time to radial crack 
pop-in, te, as a function of contact period, T, 
at fixed peak load, Pro. 

radial crack initiation was sensitive to the con- 
tact duration, T, for a fixed peak load and environ- 
ment  [25]; whereas for sufficiently large T pop-in 
occurred during the contact (specifically, during 
the unloading half-cycle), at small T it showed 
a tendency to prolonged post-contact  delay. The 
radial crack pat tern itself showed some variation 
from the ideal geometry depicted in Fig. 2; the 
four arms did not always pop-in simultaneously 

(in which case t c was measured on the appearance 
o f  the first arm), and nor did they always appear 

to emerge exactly from the indentat ion corners. 
The appearance of  each arm was invariably abrupt,  
without  any apparent precursor growth stage. 

Test runs were made to determine the depen- 
dence to(T), and the influence on this dependence 
of  peak contact  load and environmental moisture 
content.  The latter test variable was controlled 
by  simple means: laboratory air of  relative humidi ty  
50-+ 5% was taken as a standard environment; 
extremes of  moisture were obtained on the one 
hand by placing a drop of  distilled water on 
to the prospective indentat ion site and on the 
other by enclosing the entire indentat ion system 
within a nitrogen gas chamber (although no 
at tempt  was made here to ensure opt imum "dry- 
ness"). The laboratory temperature for these runs 
was 22 + 2 ~ C. Some miscellaneous tests were also 
run to examine the potent ial  effects of  extraneous 
variables, such as surface stress in the glass and 
post- indentat ion heating, on delayed pop-in 
kinetics. 

2.2. R e s u l t s  
The main results of the kinetic pop-in study are 
summarized in Figs. 3 to 5. Fig. 3 shows results 
in detail for a typical  test run, in this case in air 

at load Pm = 0.7 N. An average of  15 indentations 
was made at each of  the preselected contact 
periods T. The plot indicates median values as 
well as individual points in order that  the data 
trends be more clearly distinguishable where the 
scatter is high. It is immediately apparent that  
the init iation response differs significantly at 
opposite extremes o f  the contact t ime axis: 

(i) At  long times pop-in occurred reproducibly 
during the contact  at an unload time t c "" 0.9 T. 

( i i )A t  short contact  times pop-in occurred 
after indenter release at irregular, extended delay 

times t c >~ T. 
The results shown in Fig. 3 suggest the existence 

o f  an incubation time for the development of  a 
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Figure 3 Time to fracture as a function of contact period, 
for soda4ime glass in air at fixed indentation load. Open 
symbols denote median values at each prescribed contact 
period. Data suggest an incubation time for development 
of a critical crack nucleus. 
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critical precursor crack nucleus. This incubation 
time may be defined (somewhat arbitrarily) as 
the point where the empirically fitted data curve 
crosses the line t e = T. For contacts shorter than 
the incubation time the evolution toward a critical 
nucleus clearly continues after loading, but at a 
much reduced rate; that is, the component of  the 
indentation stress which drives the nucleation 
persists in the residual field, but at a significantly 
lower intensity than at the peak load configuration. 
The nucleation event has a stochastical element, 
as is evident from the scatter in results at small 
T; at large T attainment of a critical condition 
is guaranteed, and pop-in occurs spontaneously 
during indenter withdrawl due to release of some 
stress constraint. 

Fig. 4a shows the effect of  different peak loads 
on the kinetics, again in air environment. Over the 
range of values covered, about one order of  
magnitude, the load influence does not appear 
to be strong. Effectively, the results in Fig. 4a 
may be represented, within the limits of data 
scatter, by some simple inverse relation between 
peak load and incubation time. Thus at small T 
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Figure 4 Time to fracture as a function of contact period, 
for soda-lime glass in air at three indentation loads. Only 
median values of popqn times are plotted. Plot (b) is a 
replotted version of (a), demonstrating more sensitively 
the tendency to an equilibrium pop-in condition at longer 
contact periods. 
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an increased load gives rise to a corresponding 
reduced (average) pop-in delay. At large T the 
in-cycle pop-in time does not depend on load. 
This latter point is illustrated more clearly in the 
data replot of Fig. 4b, in which the time to fracture 
is normalized and expanded on to a more sensitive 
scale. The apparent existence of a load-invariant 
critical indentation configuration for well- 
developed nuclei at t e = (0.90 + 0.05) T, corre- 
sponding to Pe = (0.30 + 0.05)P m on the unload 
half-cycle, indicates that radial crack propagation 
is controlled by some characteristic of the stress 
field, independent of the preceding kinetic for- 
mation processes. 

The influence of environment is shown in 
Fig. 5, for a given load. It is immediately clear 
that the incubation time is highly sensitive to 
moisture content. Thus whereas the introduction 
of water has no measurable effect on the response 
at high T, consistent with the conclusions drawn 
from the results in Fig. 4, the pop-in time at low 
T is dramatically reduced. 

The following simple tests were also run in an 
attempt to gain further clues as to the initiation 
mechanics: 

(i) Some indentations which produced well- 
developed radial crack patterns on unloading 
were subjected to repeat loading pulses. On 
reloading, the radial cracks were observed to 
close up somewhat at the surface, and conversely 
to open up further beneath the surface (asobserved 
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Figure 5 Time to fracture as function of contact period, 
for soda-lime glass at fixed indentation load in three 
environments. Only median values of pop-in times are 
plotted. 



90 ~ Orientation 45 ~ Orientation 

Figure 6 Schematic of two indentation orientations at 
pre-existing crack (dashed line) for obtaining section 
views. 

by refocusing the microscope objective, Fig. 1). 
On reloading beyond the preceding critical unload 
point Pe the surface closure appeared to be 
effectively complete, indicating a highly com- 
pressive stress in this region. 

(ii) Some tests were made on thermally tempered 
surfaces of a glass of similar composition to that 
used in obtaining the data for Figs. 3 to 5. Inden- 
tations at air at Pm = 0.7 N, cf. Fig. 3, produced 
no radial cracks at all within several hours of 
unloading. This demonstrates that biaxial surface 
compressions inhibit the initiation process. 

(iii) A row of indentations was produced in air 
at Pm = 0 . 1 5 N  such that, after an interval of 
several minutes, the fraction of radial cracks 
popped in remained small (40.5) .  After 
immersing the freshly indented specimen into 
water at 50~ for about one minute, crack 
patterns were observed to have developed at all 
indentations. 

3. Scann ing  e lec t ron  mic roscopy  
3.1. Survey of the technique 
Although perfectly adequate for determining the 

critical pop-in points for radial fracture, optical 
microscopy proved limited as a means of observing 
fine details in the precursor deformation process. 
Scanning electron microscopy (SEM) was 
accordingly used to examine indentation sites after 
the event. The observations were of two types: 
first, of surfaces simply indented with a Vickers 
pyramid at prescribed loads in air for a fixed 
contact per iod~ 10sec; second, of  sections 
through similar indentations, obtained by 
positioning the Vickers pyramid at points along 
a pre-existing hairline crack, Fig. 6 [11-15].  
Examples of the former type are shown in Figs. 
7 and 8, and of the latter in Fig. 9. 

Many of the important features of the inden- 
tation patterns revealed by the micrographs 
have been discussed at length elsewhere [14]; 
we simply summarize these features here, placing 
emphasis on those which bear on the initiation 
phenomenon. The radial cracks apparently initiate 
from within the deformation zone (as do sub- 
surface lateral cracks [26]). Within the defor- 
mation zone well-defined displacement faults are 
evident by virtue of the stepped traces they leave 
on the specimen free surfaces; these traces, 
approximately parallel to the impression edges 
in the top view and curved below the contact 
centre in the side view, correspond closely to 
maximum shear trajectory surfaces [11]. The 
shear faults appear to be "ideally narrow", i.e. 
they do not form as slip bands characteristic of 
dislocation multiplication processes in metals. 
They can intersect with neighbours, generally 
on near-orthogonal trajectories, sometimes pro- 
ducing kinks in the subsurface traces, indicating 
some degree of continuity across the fault inter- 

Figure 7 Scanning electron micrograph of Vickers indentation in soda-lime glass. Surface view. Indentation load Pm = 
4.0 N. Micrograph (b) is an enlarged detail of right lower impression corner region in (a). 
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Figure 8 Scanning electron micrograph of Vickers inden- 
tation across pre-existing crack in soda-lime glass. Surface 
view. Indentation load Pm = 1.0 N. Note apparent 
"welding" of pre-crack interface within compressive 
deformation zone. 

face. These intersections can give rise to local 
stress intensifications, as evidenced by the for- 
mation of  cavities there at higher contact loads 
[14]. 

3.2. Key features of the indentation 
patterns 

The features we would emphasize as pertinent to 
the initiation process are as follows: 

(i) The normal stresses which act across the 
shear faults are predominantly compressive. 
Evidence for this is seen in Figs. 7 and 8. In 
both these micrographs the radial cracks have 
wide residual openings outside the deformation 
zone but close up tightly within the inner regions 
of  the zone. Fig. 8 is particularly interesting in 
this regard, for the contact appears to have 

"welded" together opposite faces of  the pre- 
existing fissure. This evidence reinforces the notion 
of structural "continuity" across the faults and 
suggests, moreover, that the compressive stresses 
must induce significant interfacial cohesion. 

(ii) Notwithstanding this predominance of  
compression within the deformation zone the 
faults appear to open up slightly, notably at the 
top surface where some biaxial "stretching" of  
the upper layers must have occurred to accom- 
modate the increased area of  the impression. 
Such surface openings are enhanced in the sectioned 

.specimens, Fig. 9 (cf. Fig. 7), indicative of  surface 
relaxation effects associated with the sectioning 
process itself. Thus the shear faults remain planes 
of  weakness in the material, so the cohesion 
referred to in (i) above must be somewhat less 
than that representative of  the bulk strength. 

(iii) The major faults appear to be separated 
by a characteristic spacing, in this case of  order 
1/ira, but this spacing is subject to considerable 
variability. Accordingly, no two indentations, 
even when produced under ostensibly identical 
test conditions, produce precisely the same fault 
pattern; indeed, as is apparent from Fig. 7a the 
pattern can differ significantly in adjacent quad- 
rants o f  the same impression. 

(iv) The faults are constrained in their sideways 
expansion on the surface at the indentation 
diagonals (where the dkection of  shear strain must 
change abruptly to accommodate the pyramidal 
geometry of  the indenter) and, to a lesser extent,  
in their downward extension by mutual inter- 
sections (interpenetration becoming increasingly 
difficult as kinks form [14]). Hence the scale 
of  the critical fault is effectively determined by 

Figure 9 Scanning electron micrograph of Vickers indentation in soda-lime glass. Surface plus section view: (a) 90 ~ 
orientation, (b) 45 ~ orientation. Indentation load Pm = 2.0 N. 
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that of the hardness impression (notwithstanding 
the variability factor discussed in (iii) above). 

(v) The radial cracks appear to generate from 
the shear faults, but, because such cracks inevitably 
expand toward the centre of the indentation 
(even if only slightly, due to the high compressive 
stresses within the deformation zone) as well as 
away from it, the origins themselves are difficult 
to locate. In many cases there is evidence of more 
than one initiation attempt at any indentation 
corner; in the detail surface view of Fig. 7b, for 
instance, small crack segments approximately 
parallel to the impression diagonal are seen to 
run from near the ends of some of the inner faults, 
only to be arrested at the (weak) interfaces of 
surrounding neighbours. Thus initiation would 
seem to originate at or close to the surface 
extremity of an outer fault where the constraint 
is high and the potential for obstruction by 
neighbours is low. This conclusion suggests a 
certain independence of nucleation centres in 
adjacent quadrants, consistent with the fact that 
radial cracks can occasionally be made to pop-in 
on both sides of an indentation corner, as in 
the upper right of Fig. 7a (although the relaxation 
effect of the first pop-in will more often than not 
be sufficient to suppress its potential competitor), 
and with the earlier observation (Section 2.1) 
that the four arms of the radial pattern do not 
usually form simultaneously. 

(vi) As the peak indentation load diminishes 
into the sub-threshold region the scale of the 
contact reduces to a level comparable with the 
characteristic fault spacing. Yet the surface 
impression remains well formed and smooth 
[27], suggesting that the faulting mechanism 
probably continues to operate continually 
between major slip events, albeit at a much 
reduced level of severity. 

4. Crack initiation model 
In this section we seek to establish a qualitative 
model for the radial pop-in process, consistent 
with the preceding experimental observations. In 
particular, we concern ourselves with an expla- 
nation of the incubation time, along with its 
dependence on moisture, stress state, etc. The 
model is developed in two parts, shear-activated 
faulting followed by tension-activated crack pop-in. 

4.1. Formation of shear faul ts  
The contact of a sharp-pointed indenter on a 

material surface produces a highly concentrated 
stress field. In the absence of nonlinear, irrevers- 
ible deformation processes this field would be 
singular at the contact point. In characteristically 
"plastic" materials (e.g. most metals) stress relief 
occurs readily by the operation of dislocation 
multiplicative processes (or by some alternative 
plasticity process, such as twinning). Such dislo- 
cations usually generate at low friction levels 
and penetrate deep into the material, thereby 
accommodating the large downward displace- 
ments at the contact surface over relatively 
expansive slip distances. In "brittle" materials, 
however, low-stress regenerative processes of 
this kind do not operate at ordinary temperatures, 
and relatively high stress levels, approaching the 
limits of intrinsic cohesive strength, are needed 
to drive stress-relieving processes. In this latter 
case the deformation is more catastrophic in 
nature across the fault plane, although it is still 
driven predominantly by the shear component 
of the contact field. A distinguishing feature of 
such high-stress modes is the strong localization 
of the deformation zone about the surface 
impression, intensified by the geometrical con- 
straints referred to in Section 3.2. Shear strain 
levels are accordingly severe in this class of 
materials and the 'tendency to elastic recovery 
in the impression depth is strong [28]. 

The slip process envisaged here for soda-lime 
glass is one of high-stress, intermittent shear 
failure along well-defined fault surfaces. As the 
indenter penetrates, faults are "punched" into 
the underlying material in the manner of Fig. 10. 
Minor slippage probably occurs on a much finer 
scale than the spacing of traces observed in the 
SEM observations; we have already alluded to this 
in our previous mention of the smooth surface 
impression at sub-threshold loading (Section 3.2), 
and there is some more direct supportive evidence 
from high resolution observations of closely- 
spaced ( ~ l # m ) ,  shallow, penny-like "shear 
defects" at low-load Knoop indentations in 
diamond using transmission electron microscopy 
(TEM) [29]. These surface-localized shear defects 
cannot in themselves accommodate the build-up 
of surface displacement at the contact interface 
so, at some catastrophic point, a major fault 
develops into the material. Some stress release 
must accompany the development of any such 
fault, which subsequently becomes encompassed 
within the expanding deformation zone. The stress 
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Figure lO Model of fault formation beneath Vickers 
pyramid, showing how shear displacements accommodate 
the pentrating indenter. Minor slip is shown occurring 
between major faults. 

level is then able to build up again, thereby allowing 
the process to repeat itself. 

It was agreed in Section 3.2 that compressive 
stresses within the deformation zone must induce 
some cohesion across the fault interfaces. In this 
context we may note that Wiederhorn and 
Townsend [30] showed that tensile crack inter- 
faces in soda-lime glass can heal spontaneously, 
with strength recoveries ~ 80% in shock loading 
and ~ 20% in static loading, the difference in the 
two cases reflecting the fact that the entry of 
atmospheric water molecules and the ensuing 
saturation of primary bonds are rate limited. We 
might expect a shear fault which developed 
catastrophically and which sustains intense closure 
tractions in the way envisaged above to rebond at 
least as strongly as rapidly loaded tensile cracks. 
However, the degree of healing will depend on 
other factors as well, not least the topography of 
the interfacial walls [31]; for walls in sliding 
contact this topography is likely to be far from 
smooth on the molecular scale. Hence the newly 
formed deformation faults represent planes of 
substantially recovered structural integrity, yet, 
at the same time, of potential weakness in the 
glass. 

Taking the analogy with tensile cracks one step 
further, it can be argued that any entry of water 
into the shear fault interfaces should cause 
substantial decohesion, replacing silanol bridging 
bonds by weak hydrogen bonds. As far as environ- 
mental access is concerned it is well known from 
the literature on grain boundaries in crystalline 
materials that high energy defect planes can 
provide rapid diffusion pathways [32]. The 
kinetics of this precursor stage in the overall crack 
initiation process then arise from the rate depen- 
dencies of the sequential diffusion and interaction 
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processes. It is interesting to note that Kranich 
and Scholze [33] arrived at a similar conclusion 
in their interpretation of the observed time 
dependence of hardness in glass [22, 24]; their 
discussion centred on a water-induced "softening" 
effect, in which hydrolytic weakening acts to 
suppress recovery of indentation diagonals during 
unloading. Two important characteristic features 
may thus be associated with our fault model: 
first, since external water must diffuse into the 
interfaces via the top surface (where, it will be 
recalled, there is a tendency to a slight opening), 
the decohesion depth will be limited, especially 
at the faster contact rates; second, since it is the 
shear component of the stress field which creates 
the fault in the first place, the decohesion of the 
restored interfacial bonds is presumably also shear- 
activated. 

4.2. Initiation of radial cracks 
The initiation of a radial crack occurs when a 
favourably disposed shear fault within the con- 
tact field reaches a critical stress intensification. 
There would appear to be two distinctive ways 
in which this intensification might be achieved. 
The first is by classical subcritical growth of a 
microcrack [34]. In this interpretation it is 
acknowledged that the microcrack can originate 
from the edge of a shear fault; however, the 
kinetics of the pop-in event are essentially due 
to moisture-enhanced "slow" growth in some 
tensile region of the field (although this growth 
could conceivably, at least at its inception, involve 
some "mixed mode", i.e. combined shear plus 
tension). The second is by interfacial debonding 
of the shear faults themselves, as discussed in 
Section 4.1. Again, it is taken that fracture will 
originate from the faults, but this time the fault 
edges are constrained; it is now the shear-activated 
decohesion process which is rate controlling. The 
distinction here is not trivial, for the basic rate 
equations could conceivably have entirely different 
forms in the two cases, and it is such basic 
equations which must ultimately provide the 
starting point for any proper theory of fatigue 
in the sub-threshold region. 

At this point it is useful to recall the major 
features of the kinetic observations that our 
crack initiation model will need to explain. First, 
it is necessary to account for the roles of the two 
test variables, water concentration and inden- 
tation load, on the incubation time. Then we 



should be able to show why at long contact 
periods the pop-in time is reproducible and 
insensitive to the test variables and, conversely, 
why at short contact periods it is not. Again, our 
model should indicate why the rate of  radial 
crack development after indentation is lower than 
that during indentation at any given load, and why 
this rate tends to diminish further as the contact 
period is decreased. 

Consider these points in relation to Fig. 11. 
This schematic representation, drawn from the 
SEM observations, shows a fault FF developing 
from one of  its ends into a radial crack FC. The 
fault is driven by the shear stress SS and the crack 
by the normal stress NN. A complete evaluation of  
these two stress terms over the respective planes 
at any given stage of  the indentation cycle is a 
complex task requiring, among other things, 
explicit knowledge of  the constitutive laws for 
the deformed material and facility for incor- 
porating details of  the contact geometry [8]. 
Nevertheless, by  recognizing that the general 
indentation field may be subdivided into reversible 
and irreversible components [9], simplistic elastic/ 
plastic analyses may be used to determine some of  
the broader features [10]. Accordingly, Fig. 12 
indicates how the level o f  the two pertinent stress 
terms at the contact surface may vary through the 
cycle. The shear SS, which must be determined 
largely by the indenter angle (Fig. 10), reaches a 
maximum value at full loading; on removing 
the indenter elastic recovery occurs in the pene- 
tration depth [28], effectively reducing the con- 
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Figure 11 Model of radial crack initiation FC from fault 
FF, in one quadrant of Vickers impression. Shear SS 
and normal NN stresses provide driving forces for fault 
and crack, respectively. 

*In the subsurface region beneath the indenter this same 
pursue in the Section 5. 
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Figure 12 Intensity variation of shear SS and normal NN 
stresses (Fig. 11) through indentation cycle. Whereas 
during the unloading haft-cycle SS simply reduces in 
magnitude to residual level, NN actually reverses sign, 
atP--~ 0.3 Pro, en route to its ultimate tensile state. 

tact angle, thereby leaving a residual stress of  
diminished magnitude but of  same sign acting on 
the fault. The normal stress NN has a slightly more 
subtle evolution, owing to the fact that the 
reversible and irreversible components oppose each 
other [10]: at full loading the elastic component 
dominates, and because this term is compressive 
in the surface region* the net stress is also com- 
pressive; on unloading the indenter only the 
inelastic component remains, and so the normal 
residual stress is tensile. Thus there is a "cross- 
over point" in the unloading where the driving 
force on the radial crack plane abruptly becomes 
positive; this feature is consistent with the obser- 
vation (Section 2.2) that well-developed radial 
cracks tend to close up at their surface onreloading 
the indenter beyond the preceding critical unload 
point (in our case atP~ = 0.3 Pro)- 

The question now is, are the kinetics controlled 
by a subcritical stage o f  the crack growth along FC 
or by fault decohesion at FF in Fig. 11? Let us 
attempt to analyse the experimental evidence in 
terms of  these two possibilities. 

4.2. 1. Test  variables; role o f  water  and  
con tac t  load 

We have akeady indicated that both crack growth 
[17, 19] and fault decohesion [33] (Section 4.1) 
are sensitive to water in the external environment. 

component is tensile, the implications of which we shall 
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In each case there is a two-step process, diffusion 
followed by interaction, the rates of which 
increase in some simple proportion with chemical 
activity. On the face of it, therefore, both 
potential models would appear to account for the 
curve shifts in Fig. 5 to shorter times with 
increasing moisture content. 

A similar conclusion may be drawn concerning 
the contact load. The main effect of increasing 
Pm is to increase the fault size, without changing 
the intensity or geometrical distribution of stresses 
over the fault surface (similitude principle) [2, 
10]. The stress intensification in turn is expected 
to increase with fault size, but only modestly 
(fractional power) [34], for any given diffusion 
or interaction conditions. This is again consistent 
with the slow data trends to shorter times at 
higher loads in Fig. 4. 

Hence as far as the basic chemical and stress 
effects are concerned there is little to distinguish 
between the two candidate models in accounting 
for qualitative variations in incubation times. 

4.2.2. Effect of  contact period on 
incubation time 

For contact periods T greater than the pop-in 
time t e the critical nucleus, whatever its nature, 
has developed beyond the configuration at which 
unstable fracture must occur spontaneoulsy in 
tensile loading. It is evident from Fig. 12 that 
such spontaneous fracture cannot occur at peak 
loading, for there the pertinent ,normal stresses 
are compressive; the indenter has 'to be unloaded 
to --~ 0.3 Pm before tensile driving forces may be 
realized. In this time region, therefore, the pop-in 
event is determined predominantly by the stress 
field, characteristics (more specifically, by its 
constraint characteristics), so the kinetics of the 
nucleation event itself are not manifest in the 
data, provided there is always a sufficient density 
of faults to guarantee a suitable nucleation centre. 

At T '~  t e the development of a critical nucleus 
is clearly completed after the indentation cycle. 
It is now the residual components of stress which 
drive the initiation. As seen from Fig. 12 a positive 
driving force for fracture exists throughout the 
post-indentation period, so pop-in occurs 
immediately the precursor nucleus becomes 
critical. In this domain, therefore, the kinetics 
of the nucleation event itself and the variables 
which control this event are reflected directly 
in the data. Any factors which militate against 
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exact reproducibility of events from indentation 
to indentation will likewise reflect in the data 
scatter. In this regard the variability of the fault 
patterns noted in the SEM observations (Section 

3 .2)  is pertinent, particularly in mind of the 
notoriously high gradients of stresses (from 
which the overall crack driving force must 
ultimately be determined) which characterize 
the near fields in general contact problems [8]. 

Again, it is not clear that any qualitative 
distinction can be made between models in 
explaining the transition from in-cycle to post- 
cycle crack initiation as the contact period 
diminishes; any rate-limiting process consistent 
with the dependence on water content and contact 
load as discussed in Section 4.2.1 above would 
seem to be capable of acounting for incubation 
phenomena of this kind. 

4.2.3. Pop-in rate; effect of  different 
stress component, contact period 
and temperature 

We may note from Fig. 3 that, for given environ- 
mental and loading conditions, there is an inter- 
mediate range of contact periods within which 
initiation occurs with comparable frequencies 
during and after the contact. In the latter case, 
however, the pop-in time is relatively long, i.e. 
tc >> T. This implies that the development of a 
critical nucleus continues after indenter removal, 
but at a reduced rate relative to that at full load. 
Reference once more to Fig. 12 indicates that the 
stress component responsible for providing the 
initiation driving force must be the shear SS 
rather than the tension NN, for the latter increases 
on unloading. Unfortunately, this still does not 
help us in distinguishing between the models, 
for both the growth of a microcrack from the 
fault edge and the decohesion of the fault itself 
would tend generally to diminish in velocity 
upon reducing the shear intensification. Of course, 
the microcrack mechanism would tend also to 
rise in velocity under the simultaneous action 
of the increasing tensile loading; whether this 
tensile component of driving force should be 
sufficient to dominate the shear contribution, 
in which case the microcrack hypothesis would 
no longer comply with experimental observation, 
can only be answered by a quantitative analysis. 

We further recall from Fig. 3 that the time to 
pop-in tends to increase as the contact period is 
systematically reduced below the incubation 



period. This observation is consistent with the 
argument presented in the preceding paragraph; 
reducing T is equivalent to reducing the time 
interval in which the nucleus grows at its fastest 
velocity. 

The fact that immersion of air-indented speci- 
mens into hot water rapidly accelerates the pop-in 
rate (Section 2.2) serves to indicate that the 
appropriate rate-controlling process is thermally 
activated, as expected for general interfacial 
diffusion and reaction processes. 

5. Discussion 
We have presented evidence for strong kinetic 
effects in the threshold for radial fracture. In 
particular, we have shown that there exists an 
incubation time for crack pop-in, and that this 
time is reduced as the moisture content or peak 
contact load is increased. We have also presented 
SEM micrographs which demonstrate the role 
of  shear faults in the precursor initiation process. 
Two possible models have been considered in 
our attempts to account for the observations, 
one based on the notion of microcrack expansion 
from the edge of a critical fault and the other on 
the progressive decohesion of the fault interface 
itself. Both models involve a two-step, diffusion- 
interaction sequence. Our qualitative interpre- 
tations of the data have not allowed us to dis- 
tinguish between the two models, although it has 
been established that the vital component of the 
stress field in driving the initiation is the shear 
across the precursor fault and not the tension 
across the ultimate crack. 

These results, despite their lack of con- 
clusiveness, are useful in the way they highlight 
the rapidly changing nature of strength-controlling 
flaws in the sub-threshold region. The emphasis 
shifts from classical crack extension to defor- 
mation fault energetics. On entering the realm of 
ultra-small scale flaws, therefore, one may need 
to adopt an entirely new physical base for 
analysing such flaw-related properties as strength, 
wear and erosion, grinding and polishing, etc 

[3]. For this reason alone it would appear reason- 
able to advocate more quantitative treatments of 
the two models discussed above, along with a 
broader experimental investigation into extraneous 
variables, in an at tempt to obtain definitive 
answers. Studies of other materials, including 
"anomalous" glasses [12], which tend to deform 
by densffication rather than by slip processes, 
and crystalline materials, which tend to slip on 
restricted crystallographic planes, could prove 
valuable, if only to establish the generality of 
the phenomenon. 

Of the flaw-related properties mentioned above, 
strength is perhaps the one which has been studied 
most systematically in relation to the sub-threshold 
transition [4, 16]. The most distinctive feature 
on undergoing this transition from the domain 
of well-developed cracks is an abrupt increase 
in the strength level, demonstrating that the sub- 
threshold flaw is not nearly as potent as its post- 
threshold counterpart as a source of degradation. 
Nevertheless, the former flaw type does still 
provide preferred sites for failure in glass surfaces 
of otherwise pristine condition (e.g. optical fibres), 
emphasizing the significantly weakened structure 
of the shear fault interface. The mode of failure 
envisaged here is one of augmentation of the 
residual shear stress on the fault by the applied 
tensile loading, Fig. 13. This augmentation may 
occur in .either of two ways: directly, by enhancing 
the shear stress itself; or indirectly, by negating the 
compressive stress. The abrupt strength increase 
referred to above arises because one now has to 
initiate the radial crack before any propagation 
instability can be attained, and to effect initiation 
the applied loading has first to compensate for the 
relaxation of shear driving force that occurs during 
the preceding contact evolution. The fact that the 
spontaneous pop-in rate is severely retarded in 
tempered glass (Section 2.2) is in line with this 
description; the surface compression acts in 
the opposite direction, diminishing the stress 
intensification rather than enhancing it. 

There are two other distinguishing features 

4 - - "  

Residual 
Stress 
State 

Applied 
Tension 

Figure 13 Schematic showing augmentation of 
residual stress configuration at indentation fault 
by applied tensile field. The tensile load may be 
resolved into components at the fault plane 
which reinforce the residual shear and negate 
the residual compression. 
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of the strength properties for sub-threshold flaws 
which bear comment here [16]. The first is the 
relatively large scatter in results obtained under 
ostensibly invariant indentation test conditions. 
Such scatter is consistent with that observed in 
the delayed pop-in data in Fig. 3, associated with 
the variability in the fault patterns as noted in 
the SEM studies. What causes this variability in 
the first place is a question that we cannot answer 
without a deeper understanding of the fault 
micromechanics, including, presumably, infor- 
mation on the nature and distribution of the 
underlying slip nucleation centres. The second 
of the additional features which accompanies 
the sub-threshold transition is the enhanced 
susceptibility to "fatigue", as reflected in a steeper 
slope in standard logarithmic strength against 
stress rate plots. An increased susceptibility of 
this kind could be due to a change in failure 
mechanism, i.e. fault decohesion. However, 
it is also possible to explain the trend in terms 
of the microcrack hypothesis; the presence of a 
strong residual-contact component in the fracture 
driving force can lead to significant increases in 
"'apparent" crack velocity exponents [35]. Again, 
quantitative modelling of the candidate processes 
would seem to be called for. 

Throughout our presentation we have been 
working on the premise that the radial cracks 
initiate at or close to the indentation surface. 
The normal stresses on the crack plane become 
tensile at the surface only after substantial with- 
drawl of the indenter; in the subsurface regions, 
however, these same stresses are tensile at all 
stages of the contact cycle [10]. Thus at higher 
indentation loads we might expect the stress 
intensity for initiation to be exceeded during the 
first half-cycle, with an attendant switch from 
surface (radial) to subsurface (median) crack 
formation [10, 26]. Such behavioural changes in 
the geometrical aspects of indentation fracture 
have indeed been observed [11, 36]. The main 
influence of kinetic effects in this dichotomy is 
in the radial fracture threshold; the surface regions 
do of course have direct access to the environ- 
ment and are accordingly more susceptible to the 
rate-sensitive hydrolytic weakening. In this way 
estimates of the lower limits to indentation- 
induced pop-in based strictly on equilibrium 
concepts [2, 34, 37] could be in serious error, 
on the nonconservative side in the context of 
strength design. 
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Finally, a comment may be made concerning 
the nature of the shear fault interfaces as 
envisaged in this study. The major shear displace- 
ments take place catastrophically, close to the 
level of cohesive strength, without dislocation 
regenerative processes. The resulting net con- 
figuration is nevertheless one which might be 
represented, mathematically at least, by a pile-up 
of dislocations. Is such a configuration more 
accurately defined as a slip surface or a shear 
crack? In ceramics and glasses with intrinsically 
strong bonding characteristics the distinction 
between deformation and fracture processes 
may not always be as clear cut as it is for materials 
with well-defined yield stresses. 
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